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I. INTRODUCTION

The MICOM Quiet Radar program [1] is a multi-year,
exploratory development effort to build and test a short-
range air-defense system radar with Anti-Radiation Missile
(ARM) immunity. By transmitting a low-power, bi-phase mod-
ulated, continuous-wave waveform in conjunction with an
ultra-low sidelobes antenna and a frequency-ag'le carrier
frequency, it is possible to reduce AF4M lockon capabilities
to ineffective ranges.

Previous effort has determined the probability of false
alarms and detections for the Quiet Radar Processor by
using Monte Carlo simulations. [21 Further effort was
directed toward determining the effect of Constant False
Alarm Rate (CFAR) techniques on processor performance. (31

The objective of this effort was to determine proba-
bility of detection for a given false alarm rate for the
Quiet Radar Processor by performing covariance matrix
transformations. The analysis included range cell averag-
ing CFAR.

Section II contains the analytical development used in
determining processor performance. Section III presents
the matrices that describes the processor elements and man-
ipulations required for a covariance analysis of the pro-
cessor. Section IV presents the Quiet Radar system
parameters used in the performance analysis. Section V
presents performance results obtained from analysis.

II. PERFORMANCE ANALYSIS

The block diagram for the 2-D CFAR processor is shown
in Figure 1. This is a linear system up to the point where
2 is calculated. The system can be analyzed by a procedure
contained in a Raytheon report. [4] A succinct presenta-
tion of the analysis follows. The input X is represented
as a column matrix of the complex (i.e., I and Q channels)
input sample values. It follows that:

a=D . (1-4)
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Figure 1. 2-D CFAR processor structure.

Due to the linearity, the output at F can be described
by a Gaussian distribution when Gaussian signals are the
input to the system. Also, the input can be-separated into
a sum of components, viz., ground clutter, noise, and
target signal. Each component can be analyzed separately
using superposition. The prime objective is to determine
the variance at the FFT output. This is a mathematically
tractable problem for the Gaussian signals. Let JT
represent the covariance matrix of Y, Ml the covariance
matrix of W, M2 the covariance matrix ofT, and M3 the
covariance matrix of G. It follows that:

--- AM T (5)

- = -- A- T (6)

M3 
= R R2 T (7)

A similar transformation could be used to find the
covariance matrix of T. However, this is not necessary
because the variance of each element of V is all that is
required. Consequently, the analysis uses the L-point FFT
algorithm, superposition of the I and Q signals, and
separation of the real and imaginary parts of the Fk
element of 7 to obtain

2 LRk = - mij Cik cjk (8)
i,j=l

2 La2 = i_ mij dik djk (9)

i,j=lmjdi
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where mij terms are the elements of M3,

Cjk cos [ (j - 1)k] (10)

djk= sin[2 (j - l)k] (11)

and the k subscript on the variance represents the kth
frequency cell of the FFT output. Combining the I and Q
channel results yields the real part of Fk, i.e.,
R(Fk), and the imaginary part of Fk, i.e., I (Fk ) to
each be normal with variance aRk2 + aik 2 , i.e.,

R(Fk) and I(Fk) E N (, a 2 + aIk . (12)

This result holds for the jth range bin and the kth
frequency cell for either ground clutter or noise. A
change in notation is used to represent this feature, viz.,
for noise N

a 2 = 2 'Nk+ Nik (13)

Similar results hold for ground clutter, g. Thus,

2 2 2
a -a +a '(14)jk - Njk gjk

The magnitude unit of Figure 1 will change the Gaussian
distribution of Fjk into an exponential distribution at
Zjk, i.e.,

P(Zjk) - 1 2e Z k/2a k (15)
2 °jk
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Calculation of the probability of false alarm for a

fixed threshold VTk, in the kth frequency cell yields

PFA = e -Ybk (16)

where

2
Ybk = VTk/ 2ajk (17)

When CFAR techniques are used, the threshold is not fixed
but is a random variable. It is possible to calculate the
expected value (i.e., average value) of the PFA as

PFA f PFA p(Ybk)dYbk . (18)
0

The density functions for the threshold are dependent on
the CFAR techniques.

A 2-D CFAR which averages the kth frequency cell of
an N-range-bin window will have

PFA = 1 (19)(1+ k K 2)

where Ek relates the range bin of interest to the range
bins used in the CFAR window and K2 is a threshold con-
stant used to specify a false alarm probability.

8



The development for the probability of detection fol-
lows a similar procedure, i.e.,

CO

PDk = PIDk p (Ybk)dYbk (20)

0

For a Swerling I target the results are

-bk /(1 + X)
P Dk e (21)

P+ for 2-D CFAR (22)

where V is the signal-to-interference ratio for the range
bin and frequency cell of interest.

At a given range, the ground clutter backscatter coef-
ficients are assumed to be constant over the CFAR window.
However, a Wiebull distribution p(aO) is assumed for the
range dependency on these coefficients. The performance
dependency on c° is represented as PDk(o ° ). It
follows that the expected value can be obtained from

Co

= DkPDk f ° ) p (a ° ) do (23)

These procedures were implemented by Raytheon in a com-
puter program. The program is a hybrid of equation ori-
ented calculations and Monte Carlo simulation. The Wiebull
statistics of Equation (22) are evaluated by Monte Carlo
procedures. The selection of a 2-D CFAR threshold, i.e.,
threshold from range bins below or above bin of interest,
is not determined by Monte Carlo methods. Instead, the
average values of the thresholds are determined and the
largest average value is used to select the technique. The
mathematical description of this is given below. The range
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bins below the bin of interest yield a 2-D CFAR threshold
of

K2  -N
_T Z (24)

2Na j-- jk
-1k

where 2 _ik represents the "below" (-1) bins and the
kth frequency cell. The average value is

2
S 2 K 2alk (25)

Ak 2 222 °ok

Similar results hold for the 2-D CFAR threshold determined
from the range bins above the bin of interest, i.e., Rk

and Bk. The program determines

Ybk = Max(k, B k) (26)

The selection process is actually accomplished as

2a0 2 Ybk = Max(K 2_k 2 , K2 alk 2) (27)

Once the threshold is selected, then the results of
Equation (21) are used to calculate the probability of
detection.

III. COVARIANCE TRANSFOIRATION MATRICES

A digital processor which is a candidate for the Quiet
Radar has been designated as D-8 [2] . A block diagram
model used in the mathematical analysis is given in
Figure 2 and corresponding input/output relationships are
given in Table 1.

The D-8 processor will be analyzed by the covariance
matrix performance analysis presented in the previous
section. It is readily noticed that the systems, Figures 1

10
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Figure 2. Model used for analysis of configuration D-8.

TARLE 1. INPUT/OUTPUT RELATIONSHIPS FOR CONFIGURATION D-8.

MATRIX DIMENSION SYMBOL RELATION TO INPUT

Innut NIN X I

Coder
Output NIN X 1 Xc Bc" X

%1TI
Output M X 1 T A Xc = ABcX

Decoder

Output M X 1 s c s c cX

LPF
Output NFFT X 1 -E = ~scAicX

Window
Output NFFT X 1 Z WY Y= WCBscABcX

Where NIN = Total No. of Inputs, M = No. of MTI Outputs,
and NFFT = No. of FFT Points.
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and 2, are the same with the exception that D-8 contains
three additional elements. They are (1) coder, (2)
analog-to-digital (A/D) converter, and (3) decoder.

The A/D coverter is a non-linear device and this type
of analysis is for linear systems only. Hence, the A/D
converter is ignored. For many cases, the receiver noise
will dominate over quantization noise. But if quantization
noise is sufficient to effect processor performance, it
could be applied to input of analysis as white or colored
Gaussian noise.

A discussion on binary phase coding and its performance
effect in the Quiet Radar is given in Reference 5.
Therefore, only a few comments concerning the coder and
decoder are presented. The coder is simply a multiplier
used for coding the video signal (normally performed at RF
prior to transmission) and the decoder is also a
multiplier used to decode the video signal. The decoder
provides range cell discrimination when coder and decoder
have matched codes, i.e., the in-range channel. When coder
and decoder have codes that are not matched, the decoder
output will be a video signal modulated by a shifted
version of the code, i.e., the out-of-range channel. Bc
and Bsc are the coder and decoder matrices which are used
in the covariance analysis.

It can easily be shown that

T for In-Range Channel
Bsc " A "Bc =

"Ae Ssc for Out-of-Range Channels.

Therefore, by neglecting the out-of-range channels, the

output covariance matrix equation

M3  (W. Z!Wsc. A ]kc)WO (W.0-.S-sc . . c)T

reduces to

A3 (W .C .A).M (W.C.A).

12
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The following is a brief description of the matrices
given in Table 2 for the covariance analysis. The input
covarianci matrix M is given as

-Fml,l ml,2 ... mI,NIN

i m2, 1 m2, 2  ... m2,NIN
mNIN,l ... mNIN,NIN

This is a symmetric matrix and the element mij can be
determined from the interference, i.e., noise or clutter
correlation function, by

mij = R (T)I =I (i-j)I.T

Thus, only NIN elements need to be calculated.

The MTI matrix A for a two-pulse canceller is given as

[ 0000... - [ 0 ]
1XNDEL

[o] [oooo -1] [ 0 ]

[00][lo0000 -1] [ 0 ]

[ a ] [ 10000 :.. -1]

where NDEL is the number of input samples before an MTI
output. NDEL will be an integer multiple of the code
length.
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TABLE 2. COVARIANCE MATRICES RELATIONSHIPS FOR

CONFIGURATION D-8

MATRIX DIMENSION SYMBOL TRANSFORMATIONS

Input
Covariance NIN X NIH Mc ' (F K' ) R

Coder NIN XNIN "9c (B sc*A B) T

MTI M XNIN A

Decoder NIN X NIH Bs

EJPF NFFT XM R 3 = (W M

Wind ow Ti*C
Function NFFT X NFFT W

Window
Output
Covariancel NFFT X NFFT M~3 ___________

Where NIH Total No. of Inputs, M =No. of MTI Outputs
and NFFT No. of FFT Points.

The LPF matrix C is given as

[Ci C2 ... CNFILT 0

[0] [Cl C2 ...CNFILT] [0 ]
JXNSNEW

10 1a [o] [Cl C2 ...CNFILT] 0

10] ............ [Ol]ci. C2 ... CNFILT]

14



where the finite impulse response filter coefficients are
Cl, C2,...CNFILT and each row initially contains
(N-1) * NSNEW zeros where N is the row number and NSNEW is
the sample rate reduction factor.

The window function matrix W is given as

wl 0 ... 0
0 w2  0
0 w3

0 ... WNFFT

where the diagonal elements are the window function
coefficients.

Since the input covariance matrix M is an NIN x NIN
matrix where NIN is typically 4000 to 6000, this prohibits
use of simple matrix multiples to perform transformations.
It would require an excessive amount of memory to store
covariance matrix 9, i.e., (4000)2 to (6000)2 or 16 to
36 million words of memory. Therefore, it is necessary and
possible to calculate one row of W.CA and then one-row of
(W.C.A).M and finally calculate one row of M3 = (W°CA)-
M.(WC.A). Then continue this process until all NFFT rows
of q 3 are determined. The computer analysis takes
advantage of this phenomenon. Appendix A contains the
program listings and input list.

IV. QUIET RADAR SYSTEM PARAMETERS

Two different configurations of the Quiet Radar D-8
Processor will be studied. The appropriate system
parameters for each processor are given in Table 3.
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TABLE 3. COMPARISON OF SYSTEM PARAMETERS FOR PROCESSOR *I
AND #2

PARAMETERS PROCESSOR #1 PROCESSOR #2

Carrier Frequency fc 10 GHz 10 GHz

Code Length (PN Code) NC 31 Bits 63 Bits

Sample Rate fs 4 MHz 5 MHz

Samples/Code Bit NSC 2 1

MTI Delay NDEL 62 126

LPF Length NFILT 124 Taps 166 Taps

*LPF Wait NWAIT 124 166

Sample Rate Reduction NSNEW 62 83

FFT Length NPFT 64 Points 64 Points

Look Time 1.023 msec 1.1042 msec

Weighting Hamming Hamming

*LPF wait represents number of input samples required
before LPF output is used, i.e., NWAIT > NFILT.

16



V. PERFORMANCE RESULTS

Since the analysis contains several variable
parameters, e.g., signal-to-noise ratio, clutter-to-noise
ratio, clutter spread, CFAR window width, etc., all
possible performance results are too numerous to perform.
Therefore, the analyses were performed for the parameters
that have been used in previous work [21, [31.

The performance study parameter set used for both
processors is given in Table 4.

The results obtained are plotted in Figure_3-l4. For
both processor configurations using the parameter set in
Table 4, the probability of detection for several
probabilities of false alarm in each of the frequency cells
are shown.

For both processors, several observations can be made
about the performance. The performance degrades as the
number of range bins in the CFAR window decreases. This is
easily explained since a better estimate of the noise is
obtained by use of more range cells.

The loss of processor performance in the 0 th
frequency cell is due to attenuation of both clutter and
target at oHz by the MTI. For frequency cells close to
cell zero, the clutter residue out of the MTI raises the
threshold, thus lowering the probability of detection.
The LDPF reduces the performance in the upper frequency
cells due to attenuation beyond the target velocities of
interest. One other obvious observation is that as the
input signal-to-noise ratio level is reduced, the processor
performance decreases.

It is readily observed that processor #2 performs
better than processor #1. The larger dwell time for
processor #2 allows for more input samples and, therefore,
the low pass filter response of processor #2 can be
improved over processor #1. one advantage for processor #1
is the hardware reduction possible by combining the decoder
and LPF coefficient. This combination is made possible
since the number of LPF coefficients is an integer multiple
of the number of code bits, i.e., 124/31 =4.

17



TABLE 4. LIST OF PERFORMANCE STUDY PARAMETERS

PARAMETER VALUE

S/N (Input Signal-to-Noise) -21, -24 dB

C/N (Input Clutter-to-Noise) 46 dB

af (Clutter Spectral Width) 8 Hz

CFAR Window Width 4, 8, 16 Range Bins

PfA ]0-3, 10-4, 10-5, 10-6

18
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APPENDIX A

PROGRAM LISTING
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The development of the Quiet Radar Processor covariance
analysis was performed on the AP-120B array processor and a
PDP-11/10 host computer contained in the Data Acquisition
and Analysis System [6].

The simulation was written in Fortran utilizing the
high-speed processing capability of the AP-120B. The
program contained calls to AP math library subroutines and
to AP assembly language programs which simulate processor
elements [2]. The input to the program is the same as the
Monte Carlo simulation input in Reference 2. Hence,
providing capability of ready comparison between Monte
Carlo and covariance analysis results.

33
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List of Inputs

CARD NO. VARIABLES FORMAT

NC = Length of pseudo-random code
NSCLK = Number of samples per code clock

period
NFILT - Number of FIR filter-

samples
NSNEW = Sampling rate reduction factor
NWAIT = Delay in FIR filter output
NP = Number of two pulse canceller

stages 1615
NDEL - Number of samples in MTI delay
NFFT = Number of FFT samples
NCINT = Number of non-coherent

integration samples
NFA = Number of different thresholds

simulated

2 IC(I), 1=1,..., NC = One period of the
code 80I1
(consists only of ones and zeros)

3 FSAMP = Sampling rate
VMAX = A/D converter saturation

voltage 2E15.4
NBIT = Number of bits in A/D converter 15

4 NOISDB - Noise power in dB
SIGDB = Target return power in dB
FDOP = Target doppler frequency in Hz 3E15.3
KT = Target delay in number of

samples I5

5 DISCDB = Distributed clutter power
in dB

SIGMAF = Clutter spectral spread in Hz
XM - Clutter DC-to-AC power

rat io,m 2  5E15.3
A = WEIBULL parameter 15
FIXCDB = Fixed clutter power in dB
KF = Fixed clutter delay in number

of samples

34



List of Inputs (Concluded)

CARD NO. VARIABLES FORMAT

6-8 Gaussian Curve fit parameters
[x(j)], [y(j)] and [z(j)] for j=l,
... ,6 6E12.5

9-33 FIR impulse response samples.

NFILT numbers, five per card. 5E16.8

34-36* Pre-FFT weighting sequence. NFFT
numbers, five per card. 5E16.8

47 ALP(I) I=l,...,NFA = Multiplication
factor to control the threshold 5E16.8
levels

48 NRUN(I), I=l,...,NFA = Number of
Monte-Carlo trials for each 1615
threshold setting.

49 * CFARK(I),I=1,...,NFA = Multipli-

cation Factors to Control Range
Cell Averaging CFAR Threshold Level 5E16.8

50 CFAFK(I),I=l,...,NFA = Multipli-
cation Factors to Control Frequency
Cell Averaging CFAR Threshold Level 5E16.8

*Denotes inputs used by covariance analysis.
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C FORTRAN PRUGR~IAM FUR PLKVONMANC. ANALX61S
c UFr QUIET HAVAI( 816MtAL PROCESSOR4 hY

C CUVANIA4Ck MATRIX IC.,NIG1ULS TNL

C MATRIX 61L.tS KeUUlItRD USE UF ANi AP-1201

C AiL) A HPP11. 1THE MA1TIX TkAtiSEURIMATlUN
C IS UF 'rHiE FORM4t (FwCA)eM.(OWkCA)**T wHkIRk

C M4 15 fHiI INPUT CUVARIANCV huATRIX NIN X NIN
C A IS CANCLLEI MAINIA m4 X NIri

C C is 6urn PASS a.1LIL. -A'IIX NF'F1 A m
c w IS Okf L *LI(iHlb OAiHIX NFFT X NFFT

C 18 lbtl MATIX NFF X I.FtT

C Whk N~Ft. z Nue UF Fk1 PUI&TS

C M = (NktIA.I)NbN~w4NFILT z IN&PUTb LU LJPF
C NIN z I"e.C*NC#% 2 M4NLLLTt~l NU. Ut. INPU18

C Ni I Ll' = Nd. UP. t'H t.iLTi,.k Cu~tfiCIENIS
C iv5NLW = SAMr-LINtG HAI RDUCI1Ud FACTuNr
c NLL a NO* UP. INPUTS bt~kUkL MTI UUTPiUL
C NbC = 'IwPUI SAMPLE.S PEN CUL
c NC = CUOf. LE.NGTH

h = Nue UP iXANS14IS8IUN.S
c 'lVPICAL Numhb.HS
C Ntk k T 3h4

C Nlr4 = 4~

C "IV ILT l 14
c NSNkLw a b2

C NbL z 1
CNC z 31

C ASSUMLS LUt.CUDING CUMP~tfU

C* bkINcSlh4),s(;N4),$N(.AL,k(b4)(),'L(2U,116)
6 J,CU8/( ti 4 )C,(;N. hL 4 )II L tL N r. .s (.A b iIA.TN bA4T)

CALL. I O.N

CALt. CP At?
'> I I'F

Cl* # bimAlK(b / (bt)N~4) Ck buoAL#P ANI (94) kIL iVob b

CUr 1, ug./LUNIS i / oC #110. IL'I phboNt*, ht, pNLL, N1 ki I VNINp Nt.AT NOV A IAl v

* hU~bbkd.LLC' 4C.tT#A~bI(3MAk pINTIo
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C 1I4pUl
kt.A (S I , ) ;C lo 6C L 1 , Iv0 jLl1, * VKW "1-4 vyAN )t

I v tf p 'I * ' 1 110 A
RP.AL(bav IC I(( Iz pWC)
1'IJHMA( Iblb!)j

3 I'UI04A1 I IL j!, 4,)

t<,u(6 !)*4I, 4 U v, k, L *'pr b UP I' I

4 0 Ok A]( (3I. Jb.315)

S ILh%-oA I bt. I ti. I))

b kliMAl~tL,5)
Ht:AL(be 7J (k IL1 ( I),I oi*O ILJ

7 Iejp0'A(5Ljt.bj

Rt.AuL5, If) 114ljt LI'l~ Ii)o 'I:1 ~lA
he-AL(b3# l)(NHUNI)ik.NI.A)

kt.AUj(5,1) (C N ()*11 iA

oAL(bI) (Cf"AFI.(j)p, As, idA)
I(LAI(bo1) Nk

LIU. 12 1=1 01\k 0

.Si(ISI)U.

1/ 17 LNI~tdu.

1 H 1 1 )1 N I INU

C(I ) =3IL i Ib~

IJLzII* / AMI'

'iIN1IN I,'i

VAIALZ*jjLH)1 TO LID)



C UUlPUT
PRINT 40ULwLL

'IU FUhMAt/I0AplPUC.SSUF U-bl
1 I UXLI V.LL IL~ I 3 ,3

11 t'IJMATt/I0A,$CUtA. PtklJUV z ',15/
1 1OA.'IiU. Ul' SAMI&k4:I ~~lE (iAisCI PLUU

2 1UX,'WU. UF PULbLS CANCt.LLP,.li IN Mul lt5
4 IUAFU. UP SAMVLES IN MlU U~ljAY ='115/
3 LUX, #NaU, OFJ FFT SAMPLE.S c 2 b
'4 1U,'Wu, UF R~ANGE. CELJLS IN CFAH WJNLUW = '015/
5 IuxSAM'LI( I<ATE AT INPUT "ZO2., ?~)

13 FUfkNAT(hI(A,#AMIJN R~ATE. RE,)UCTIUh tAC~1uK 10'15/
I 1ix.'NbMl46E UF lH(ANSIhNI 5AMPLES I)Jk.L4tV 'fb
2 IVAPSNU, UP FIN IM~PUILS Rk6fUNbt SAMPLiLS = "S)

d3 &.JMA/I OX, FI'IL'1kPj CWFFICkt'TS'/)

24 PUHMA(5X,5tbb)
PINTf 14,SIGb,h~UiSUb3

14 tUkMAT(/lUX,lTAHk,1 RkTURN POWERH = I'd1500, bL'/
I 1UX,'NuIst PUOL.X a "Lk1215,' Ub')
PHINI 15PVISCUbSIGMAV#A

Ito FUHPMAI(/1QAvlDSlKibUjtD~I CLUTTER PUWLH =E12.bot ubLl
I XUA,'CL.UILEN eLTRAL SPkEALJ 2 'OL120b,' HIZ/
2 1QXplw~.ibULL PAkAMk.TEH = ',k.205)

PRINT 2b
2b FLkMAT(/1UX,'hLLGHTLNG CU~frFICati4TS'/)

PRINT 1br(WtiGhi(I) .I=,NF?')

C AP CLEAN
CALL APCLk
CALL VCLR(0,1,32167)
CALL, A&'wR

SUbhiOUTINE APRUN~

*S*GC5(b4),SIGNb(4)*CAL'I(64)
CUMMON/CUII#NCItLloNSNEWNPPNDLUNUTNNNtAINtwAlI
4 NUISPSIGPISCLTNCLFIDA.S1iGMAFININh
L)IMENSIUN M(booo)
RE.AL, MONUIS
VATA M1l,99U

38



C AV INITiALZATIUN
PLMk3. 14159ib54

c GEiNAHATINU UNL. kUW Uhk CA M1'I

C Nu. UF CULS, L.UUAL *Njj+1,1
N L 22 NVEL *2

UO bU JZ,NbP
UU 5U I=rIUEL1.Nft.L2
CR 1Va~tL2)=wCh(1*eWL)

50 Cul-0 IIlL
t) 0 CiU)il I 4U

c Ae LAIA U.h~

VCI 10 U U+ .4 1 - I

C I.Jf~jh Gt( lHIk CLUIiIR. AIL) mkiUlL AKAYgS

C L'.A , '\t, k<UI Li' 1lll. M MAIi'IA
.1 L '~~ * ) (B-I 10 /0U

Ut 9 1 '4 b t

9 Cuf I I N

CALi, A[CLh

C ALL 1 V Cx 1.H(( , 1 3 2/t/If

C.L A &' uk 1, A~ ,mo H

CL L A1 tUI I d

C A LL AkPLulv i..L 4 ;41f, U,I,.~

ILrL( I I.2 C ALL. 1. V tA k-, I j 1) , - .

CAL.L APkI
CAW, Afri' lI

CALL Ai'i'
CAIL At V t

I )0 CUI'- I ILNUt
M t. I ilk i

.SUbU'i iNt A&VKAL
LUPML'IN/AlkIiM / 4(;') LtI (M10I) p( l* ikt (9) Ipt ILiI Uk 01 b014),
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I14b PdiSIS($,,)isCL1 NhCk T A SGAP I NL'
Wk.AL NU~b

C AP' kXLCULL.
C LLJUP 2U (PLNLRl~k, m3z(VCA).lA.(tCA)4*1

c 14 3 15 AN NF 0 1 X r~k I14AI IX

c MJ lb S'lUi(u 4V HU* at H4UkLM S'IANILNIJ AUOlHLSS 240UU
ltP=24UQ

LMIduu

LAO 20 I1e0opt''
C LOUk' t0 6NI<AILL JNL RUw IA fri %hiLNk. tl(*C:A).M
C (Ji. le~U* HAS NIN L.1AML.N1

Do 30 IM611NIN
1M=N .1N-i ~b4 IMl
lE=14U0U+ j--
CALL VtALlL,(JUj1,.lM.1ebUU.1,NClA)
CALIt. 8vEIA~ov,l1.1 100NCv)
CALL MLIw1 10.1 11
CALL Ai'Ak

3(l CtlJi t"IDL
I M I JA I + No I

L t. it Ot ('o

C U.~ li* tl 1 lAA.l'l.6l
LU IVl' IAI1.2.rI L
t-A , L Vf .UL( lvt, I, pits I bOUo 1 ,"dJ)
Cu~ 04 1..1) t , I s P N1 0 rC M )

C AL. 1,~ d~~1 U ttUi1f',.

1-= '2 I V~, J

I .C ,I I

C;,M P~ ItA /A MV/.'. ,Ctq Lh(.M ( ) 1 Ll 2t0 bl (04)
4 ,I ULh 6k,IA.i3(t4J.oCAIJ1i(t.4)

t. L -3. I I r tv P i

L N I :I A I. t*l kA7I AA
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C 16 StPAkAtILD )ftIJ b1h AND : AWCa
NCLJ6 U
r.SINaboto

CALL Al-AL

FIN x(t94p1)i~frkb

CALLAUIV'eili, )
CALL Al-WU
CALL VAftV(34~b0.3,( bII4UVO) eavirlo)
CALL dUuINu.tI rF)
CALL
CALL APWK
Ncub=Ncus.1
,qs~IN Ef 61I"I)

@1) CUNFINtUk
C GENLRI~1t I....)
C P~aLN 01 h1 Mt , M fj

CALL MMULC(a~l~dquu,l)~jiu~.jed.4 6Oi~ll vot I.~-

CALL Nh~(.1U .4 ~~l
CALL MTtcAhb ( to, ,U #10 U14, A v t4f 
CALL PI

C L)~LEM01fa1N. L)IAUL4wL.4 Lt46 ~ T tit* t.mi.*#
C 6&Li14. LILIkENIS Al ALViORk.6 iW(Miu

146360UU
I.OB4UU

N FT 6.1 uU 0I

CALL ~U~lL~eT.C1M..~S
CALL V~N ~N'S..C1~..fA,
CALL bVL(M',.s#.1U.NPASi
CALL APPH
MC3.4C+*I1S

14Vl~I 14VT+1

IF(INI'stU. I) CALL VI1b.U iIf J
1V(1h Jsu.) CAL16Pcz;b.4~.I~
CALL APsIV
Ii kTUI1N
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4 1,-So ) C 0 (4

CALLIZ Mi(,C(3 tr1I( A.'f li.,M.A I~ A

.1C ;A L I 21CkA C

OILI 10 1 L t A

A J L' I A t 6 k I kN 4 N

H*A~I *i~ I *( rt'vI 11 s~

U'L bu 1 t) I K t

SU rK 0 Z~*' ) V*

t) u t) I C t. I - i I

UO ,1U 1 ) ~

U !)voN)k

L 5 I Ib I$f

IW j~ i 1 Pw '1 I A V -'10I'I

,S II . i ( h,~bCA L. I 1k ,CI .Ti (U.LtI

hi/d iu~r/,!4A'b.'k ib1i+b I I ItCiuN/

b Q 3 (t1, Uul IIj Ib~~ d I, I.~r U
U1.) It) 15 ( I4 = Ib r .I ~ b

015U co l I J
1fth i. ik.t) # .t IQ 0

I Q k %WA I iI t v14 U bT A~k[-k qEU
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buoko(uT1NL. WbULbLISLL.1.A.WL)
uI"Mt. SIUNi *C(1J01)
uJ 10 Li.1pUUo

wCLAI)z(AbU6(j(1/tL1H) ))**A
wCLd1)3L)1CL1ShCL(L)12*

10 CUN'A1NUE

00 20 131.1000

40 CUNI11NUt.

£20 JU 1=1010I)0
WCL(1 ju,1S$L1*wCLd1)/SuM

30 CUNTIiUL
WRITL(bobO) bUM

bO kURMA [(/bA'MIAN UF Ut.SCALt.O CLU1Thb CNWSb 6k.ClION SL(J Ib 't.4U.

CUU/AVAV/WbJ.CHbJ.CAkp(V)t,1(200)eS11(b4),
* lGCS(b4)vS1Gt.btb4i.SCAIA1(b4J

aH.AL P4016
OLMENSIUt 11(64)
Nw~All am It Al 1
P123,141b9ibb

C iN I I I A L.ATIUI
CALL, APUIJh.WUvJdbb.1,2)
CALL APPUL(PILs1,JuI50.Nt1L1.2)
CALL A&PUl(ov.u600#kVFTv2)
CAiIL A&'mu

Ak34.*I'A*kACI
C LOO UR SIGNwAL PuwLN1 CALCULAIIUNI

1)0 lb N.1,r.IIT
AN6=Aj*(h- 3
CALL AP&(NJDI. ~
CALL AP*VI
CALL VWAMP(347bb#J4Ib1,1#UJU.1 ,fth)
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CALL vL~uu10l~h
CALL vcus(i2u0ueIgbuO0DlvwJN)
CALL ~,LkLt&,iN
CALL fA1(biQOO#%V~EbhPoNlh)
CALL FlkT(0,30JeV2W4UNIlbTNSNLiohWA1IeN~fT)
CALL
CALL W1Ghfl(84UUv3UbOQeNk+T)
CAl~L CFT800400,290OFTi)
CALL C~G~VJO248OlfH
CALL AAXV(2YibJ~o1NUrMVFT)
CALL APOR 4

NIJNU4 I

lb CUN lI I .b
CALL A&~tT(SCALk.A,2U0UNFT2) 1

CALL AFr'WL
C Si6NAL,NUIS. AND C6UIk. AkkIAV1 U01PUrIS

10 CUNI.iNbk.

lUl t*U AT(1H1,///1bA,bHSI AL 1 1 &bXlVIlbL, 37X,7HCLUTrk!K/)

Lw htib KIltroNi&I

IS1 IC )=SGCAk ilk /TS

Lbb CilNT1Nut.

k, rv L)
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APPENDIX B

RANGE CELL AVERAGING CFAR THRESHOLD
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The range cell averaging CPAR threshold is calculated

N
VTk Nj. Zjk (B-1)

where VTk is estimated threshold

Zjk is FFT square law output
N is CFAR window length
K is scale factor for a specified average probability
of false alarm
j is range bin index
k is frequency cell index.

For a system as shown in Figure_ B-, if I and Q are
Gaussian, then Zjk is an exponental-dstribution. Thus,

2

P(Zik) = 12 e (B-2)
2Ojk

QjI 'Zjk

Figure B-1. Detection System.

It can be shown that, by knowing Equation (2), a
probability density function can be derived for the
threshold, obtained in Equation (1), and an average PFA
can be found, i.e.,

where
2
k variance of range cells of estimate

k = T variance of range cell of interest
0ok
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Assume all range cells have identical noise, iperk 

or ajk oka2 thenk

-N

For example, let VFW - 6 and N -4, then

K = 4 (-4/10... 1) -122.5

CFAR threshold constants used in the analysis are given
in Table B-1.
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TABLE B3-1. CFAR THREUSHIOLD CONSTANTS

PFA N K/N K

1034 4.62 18.49

8 1.37 10.97

16 0.54 8.64

1044 9.00 36.00

8 2.162 17.30

16 0.778 12.45

10-5 4 16.78 67.13

8 3.22 25.74

16 1.05 16.86

1064 30.62 122.05

8 4.62 36.99

16 1.37 21.94
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